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Why should we use regression models in surgical research?

Isn’t the Student’s t-test, X2 or an analysis of variance test

sufficient to provide sufficient evidence of a relationship

between an event and a consequence?

Of course, to try to obtain scientific truth, a univariate test

such as those cited above may be useful, but it is unlikely to be

sufficient, or to lead to robust cause-effect conclusions, which

is what we as surgeons tend to look for in the vast majority of

our research (do sutures fail more if the patient is hypopro-

teinaemic, is tumour recurrence more likely if I have

transfused the patient?).

In general, biological variables are strongly related to each

other. It is difficult to attribute to a single variable X the effect

on Y. Most commonly, there are a myriad of other variables

that can alter that relationship: can hypoproteinaemia in

suture failure be somehow conditioned by the patient having a

known liver disease? In biology, therefore, pure univariate

analysis (relationship between X and Y without regard to any

other considerations) can hardly be used except in the case of

highly controlled experimental studies, which are usually only

possible in a laboratory setting and with experimental

animals.

Biological systems often follow chaotic patterns, where

small changes in initial conditions lead to huge changes in

outcomes. This is what we as surgeons face every day when

performing an anastomosis: the uncertainty that by doing the

same thing every time, our results may differ greatly from

patient to patient. How, therefore, can I succeed in esta-

blishing powerful cause-effect relationships in a chaotic

biological system? With multivariate analysis.

Types of multivariate analysis

Are all multivariate analyses the same, and is it as easy as

having a grid of data in SPSS and hitting enter on the

"multivariate analysis" tab? No and no. When are we going to

use a simple regression model? Whenever we seek to test and

quantify the relationship between variable X and variable Y:

for example, what is the relationship between preoperative

haemoglobin level and postoperative infectious complica-

tions. But in most clinical situations, other variables must be

taken into account. This is where multiple regression1 comes

in. Here are some examples:

� Epidemiological studies of risk factors. Imagine that we have

collected data on a potential risk factor for gastric cancer

(e.g., HER2 gene mutation) in a cohort of patients at time t,

and we follow these patients for five years to see how many

of them have developed gastric cancer. Now, some of these

patients were smokers, and others were Helicobacter pylori

positive. The right question here is not what is the relationship

between the HER2 mutation and gastric cancer, but how much of a
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relationship between the HER2 mutation and gastric cancer is there

that cannot be explained by the relationship between smoking,

Helicobacter pylori and gastric cancer?

� Studies of prognostic factors. In these studies, we want to

identify patient factors that help us to make a prediction

regarding a particular disease or outcome. This could be a

new prognostic factor, trying to answer the question: does

this new predictive factor improve the prognosis compared to the

ones we use today? Or with the idea of creating a new

prognostic index, how can we combine the values of several

prognostic factors to create a predictive score?

� Diagnostic studies. Very similar to the prognostic factor

studies mentioned in the previous paragraph, in this case

the aim is to diagnose a disease. Do the Alvarado criteria

help us to diagnose acute appendicitis? These studies have a

differential characteristic with respect to prognostic factor

studies, and that is that in the end, what we are looking for is

a yes/no answer in order to affirm or deny that the patient

has the disease, and not only to estimate the probability that

the patient has the disease.

� Multifactorial studies. Less common in our field, these

studies seek to investigate several factors simultaneously by

trying to take advantage of the use of available material

(usually experimental animals). For example (and here there

are countless possible examples), we can use three different

doses of growth hormone and three different doses of

insulin-like growth factor in nine animals to test bacterial

translocation following trauma

� Effect modification. Finally, we may be interested in

knowing the effect that one variable may have on another,

or in a clear example, if the new chemotherapy is superior to

the one we have for a population with oesophageal

neoplasia, and if this effect is maintained taking into

account multiple known covariates that may modify it

(tobacco, alcohol).

In short, multiple regression models (linear, logistic, Cox)

not only provide us with a framework to describe the effect of

one variable on another (which univariate models can already

do), but also allow us to describe how these effects depend on

other variables, and how much they modify it.

P and multivariate studies. How to draw
conclusions (inferences) in a multivariate study

For many years now, surgeons (and not only us, in fact) have

relied too blindly on p-values to reinforce our conclusions.

There are good articles in this journal2 explaining how p works

and how it is correctly interpreted, and even the journal

Nature has found it necessary to go into the subject3. How can

we draw conclusions from multivariate analysis? We must

remember that the p, standard error and confidence intervals,

perfectly calculated by our statistical confidence programme,

depend entirely on the technique we use to calculate them,

and not on the intrinsic value of the relationship between our

data.

Without going into a deep analysis, there are two different

techniques to obtain inferences in multiple regression4, a

"classical" one that any statistical programme has imple-

mented, and a "modern" one available as an option in the best

programmes. But both depend absolutely on two assumptions

regarding the Y variable (in this analysis, the Y variable is the

errors, in statistical terminology): on the one hand, the

assumption of linearity, on the other hand, the assumption

of independence (which includes homoscedasticity and

normality of the Y variables). It is far beyond the scope of

this paper to explain these concepts, but it should be known

that they cannot be ignored, and that someone who knows

perfectly well how to investigate them and how to control

them should be responsible for the analysis of our data. The

"modern" way of drawing inferences will eliminate the need to

explore homoscedasticity and normality in the distribution of

errors.

How do we know how valid our regression results are?5,6

With the principle of least squares, with the goodness of fit.

How? Weren’t they those nice p’s that appear in SPSS after you

hit enter? Not exactly. With a p < .05, for every 20 comparisons

to see if nail length is related to suture failure, one of them is

going to say yes, regardless of whether or not they have a real

cause and effect relationship. In a regression analysis to see if

in addition to nail length, albumin, age and 10 other variables

influence suture failure, hundreds of comparisons are going to

be made and therefore the probability of one of them falling

below the magic .05 is very high. We will have to be extremely

careful when we publish our result saying that nail length has

a p = .028 and is related to suture failure. That is not evidence

of association. It is a misinterpretation of a result provided by a

statistical programme that knows nothing about medicine.

What should we do when considering a multivariate

study?7 Clinical significance test with confidence intervals,

explain the methods used to select the independent variables,

explain the specific methods used to generate the models,

explain how, if at all, the interaction between variables has

been calculated, describe whether we have actually obtained

10 events per independent variable, check that we have

described the linearity of the residuals, describe whether we

have checked for collinearity, describe how we have validated

the model, describe the goodness-of-fit, the discrimination

statistics, and provide full information on how we have coded

the variables7.

To summarise: in medicine, a multivariate study should

always be chosen to look for cause-effect relationships

between the variables we are interested in. Univariate can

give us the first clues as to which variables may be relevant to

take into account in the multivariate. We need an expert in

multivariate analysis with us at our side for the analysis, and

many checks will have to be made before publishing any

results so that we are not publishing an anomalous result and

not a cause-effect relationship.
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