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#### Abstract

The data provided by clinical trials are often expressed in terms of survival. The analysis of survival comprises a series of statistical analytical techniques in which the measurements analysed represent the time elapsed between a given exposure and the outcome of a certain event. Despite the name of these techniques, the outcome in question does not necessarily have to be either survival or death, and may be healing versus no healing, relief versus pain, complication versus no complication, relapse versus no relapse, etc.

The present article describes the analysis of survival from both a descriptive perspective, based on the Kaplan-Meier estimation method, and in terms of bivariate comparisons using the log-rank statistic. Likewise, a description is provided of the Cox regression models for the study of risk factors or covariables associated to the probability of survival. These models are defined in both simple and multiple forms, and a description is provided of how they are calculated and how the postulates for application are checked - accompanied by illustrating examples with the shareware application R.
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## Introduction

In some medical investigations it is common to find a group of patients who enter the study as they are recruited, and in which the outcome variable is the time of occurrence of a given event: death, healing, the presence of adverse effects, relapse, etc. In studies of this kind questions are raised such as the probability or percentage of patients who

[^0]survive after a given time, or whether the survival times are similar between treated and untreated patients, among other aspects. In these cases, the observations are referred to as survival data or simply analysis of survival, with the objective of determining the probability of survival up until the end of a given follow-up period. ${ }^{1}$

The analysis of real survival would be determined by occurrence of the terminal event in all the patients, but since their complete follow-up is not possible, evaluation is made of survival up to a given instant or timepoint. In investigations of this kind, the patients who are recruited close to the end of the study contribute a shorter followup period than those who enter the study at the start. The
duration of follow-up can vary according to the investigation being carried out. Thus, survival in an experimental study in rats may be evaluated in days, while relapse or death in cancer patients usually involves months or even years.

At the end of the follow-up period, which is usually predetermined by the investigator, the following situations may apply:

- The patient enters the study, and at the end of followup the terminal event has not occurred. In this case, the time of survival is said to be censored, or the patients are censored, in the sense that the full period of observation has ended before the event occurs - although it is not clearly known whether the mentioned event will occur or not.
- The patient enters the study and is subsequently lost after a given follow-up period (change in address, dropout, death due to some cause other than the evaluated cause, traffic accident, etc.). These would also represent censored cases, since survival time is registered up until the time of patient loss.
- The patient dies within the follow-up period, independently of the time of entry to the study. These are non-censored cases.

In the analysis of survival, two variables are therefore necessary: a first variable represented by survival time until the event occurs (difference between the date of the end of the study and the date of inclusion in the trial - the latter being the date of treatment, diagnosis, or any other date), and a second variable indicating whether the case is censored or not. The latter variable is usually represented as $0=$ censored, $1=$ non-censored, or equivalently $0=$ not died, 1 = died; $0=$ no relapse, $1=$ relapse, etc.

An important assumption to be taken into account in studies of survival is the fact that the prognosis of patient survival must remain constant over the course of follow-up, and that the patients who are lost likewise have the same prognosis as those who remain alive. ${ }^{2}$

## Kaplan-Meier method

The following example is provided in order to orientate the reader. Suppose we wish to compare the survival times between two groups of patients (cases and controls) after a certain duration of follow-up, a first idea would be to consider the comparison of survival between the two groups applying the Student $t$-test or the equivalent Mann-Whitney (Wilcoxon) non-parametric test. ${ }^{3}$ This is not possible, for a number of reasons. The first reason is that some subjects are censored and have been analysed only during the time for which the study lasts, while on the other hand, the patients are entered in the study progressively, i.e., not all subjects have the same duration of follow-up.

In turn, on summarising the survival results, the calculation of mean values does not make much sense, since it is a very asymmetrical measure; it would therefore be more correct in these cases to calculate the median or even the mode. Furthermore, over each time segment, previous survival on the part of the patient must be taken into account.

Table 1 Survival data corresponding to eight breast cancer patients followed-up on for eight years.

| Patient | Death (censored) | Survival (months) |
| :--- | :--- | :--- |
| 1 | 0 | 65 |
| 2 | 0 | 61 |
| 3 | 1 | 55 |
| 4 | 1 | 61 |
| 5 | 0 | 68 |
| 6 | 1 | 31 |
| 7 | 0 | 63 |
| 8 | 1 | 61 |

For these reasons we use specific techniques for estimating survival. Of these methods, the following are the three most widely used options ${ }^{4}$ :

- Direct method. This is the simplest method. Calculation is made of the percentage or probability of patients still alive at the end of a given time interval, including only those patients exposed to fatality in that period. This method poses the inconvenience of not taking into account the live losses up until the evaluated instant or timepoint.
Actuarial method. This technique is more commonly used when populations are analysed. Calculation is made of probability dividing the period of follow-up into segments of fixed length, considering that those who have died have been exposed for half of the interval. This technique therefore offers approximate probabilities.
Kaplan-Meier method. This technique is more commonly applied to samples, particularly of small size, ${ }^{4}$ although it can also be applied to larger samples. It is similar to the previous method, with the difference that the time is not divided into periods of fixed length but of variable duration. Each period or segment is the interval between two non-simultaneous terminal events. In addition, in each segment, calculation is made of the probability of survival as the product of the probability of survival at the start of the interval and the probability of survival at the end of the interval - since the subject was alive at the start (conditioned probability of death in the interval, since the subject reaches it alive). ${ }^{5}$ This method is more precise than the previous technique, since it affords exact probabilities.

Table 1 represents the survival times in eight patients with breast cancer followed-up on for a period of eight years. The variable exitus (death) is the outcome in this case, and each patient contributes a given time within the study. Fig. 1 graphically displays these survival times, where it is seen that each subject has been progressively entered in the study with the corresponding end result. The non-censored or deceased patients are subjects $3,4,6$ and 8 (in red), and the censored patients (in blue) are cases 1 , 2,5 and 7 . Note that cases 1 and 7 were lost before the conclusion of the study, while cases 2 and 5 were still alive at the end of the study.


Figure 1 Graphic representation of the survival times corresponding to the patients in Table 1.

## Survival table and curve

The distribution of probabilities constructed with any of the three methods described above, together with the intervals in which the probabilities are calculated, conform the socalled survival table, in which specification is made of at least the time in which some event occurs (censored or otherwise), the probability of survival in that interval or the cumulative probability up to that interval, and estimation of the standard error. The contents of the columns in this table may depend on the statistical program used for the calculation. The interpretation of the cumulative probability in the $k$ interval would be the percentage or probability that a given patient survives within the $k$ interval, knowing that he or she has survived in the $k-1$ interval.

Table 2 shows the estimations of survival corresponding to the data in Table 1, according to the Kaplan-Meier method. Initially the times are ordered from shorter to longer. In the first time instant a patient dies, as a result of which the probability of survival in interval 31-55 would be seven patients among the eight at risk at the start, i.e., 0.875 . For the second interval, the probability of survival would be 6/7 (six remain alive among seven patients at risk), multiplied by the probability of the previous instant, i.e., 0.750 . We in turn would continue in this way until the table is completed.

Once the probabilities have been calculated in each segment, they are usually accompanied by expression of the standard error, which allows us to construct confidence intervals for survival through approximation to a normal distribution (survival $\pm 1.96 \times$ standard error).

If axis $x$ is used to graphically plot survival time and axis $y$ is used to plot cumulative survival, we obtain the survival

Table 2 Kaplan-Meier survival table for the data in Table 1.

| Time death | Status | Cumulative <br> survival | Standard <br> error |
| :--- | :--- | :--- | :--- |
| 31 | Deceased | 0.875 | 0.117 |
| 55 | Deceased | 0.750 | 0.153 |
| 61 | Deceased | 0.750 | 0.153 |
| 61 | Deceased | 0.500 | 0.177 |
| 61 | Censored | 0.500 | 0.177 |
| 63 | Censored | 0.500 | 0.177 |
| 65 | Censored | 0.500 | 0.177 |
| 68 | Censored | 0.500 | 0.177 |

curve, which usually begins at one and gradually decreases as the subjects die - generating a step in each case. ${ }^{6}$ If several patients die in the same interval of time, only a single down step is produced, though of greater magnitude (cases 4 and 8 in Table 1). The survival curves are usually accompanied by their respective confidence intervals. These curves only represent the survival time of the patients in the study, showing no variability in survival times between patients, reflected through dot plots and scatter plots. ${ }^{7}$

The survival tables and curves are next applied to an example with a larger number of cases, carried out with the R program. We start from a sample of 1207 women with breast cancer who have been followed-up on during the 12 years of the study. We wish to estimate the survival time and analyse possible risk factors related to the cancer. The outcome variable is death due to this cancer.

The code shown in Table 3, written with the R program language, ${ }^{8}$ allows loading of the data and construction of a survival type object. After loading the survival ${ }^{9}$ (for the manipulation of survival studies) and foreign libraries ${ }^{10}$ (for importing data from different statistical packages such as SPSS), we load the study data set from an SPSS database using the function read.spss.

This database is assigned with the name Data. The variable Data\$cancer is a dichotomic variable that describes the presence or absence of the event under study (in this case death due to breast cancer). The survival time is the variable Data\$time, expressed in months.

Once the variables survival and survival time have been registered, the object of survival is defined by the function:
$>$ Surv(time of follow-up, survival variable)
as can be seen on line 19 of Table 1.
In order to calculate the life or survival table, we construct the Kaplan-Meier model by means of the function survfit, fitting the survival object with the formula (Surv~1) (line 23), and presenting the table by means of summary of the model.

The result obtained is a table with the following information (Fig. 2): survival time (grouped 5 by 5 starting from 20 to 100 months), number of women at risk in each interval, number of events (deaths due to breast cancer), cumulative survival estimated with the Kaplan-Meier method, standard error and confidence interval associated to each interval.

In this way it is possible to know, for example, that the probability of surviving at least 60 months is 0.918 , this probability being located within the population range ( 0.898 and 0.940 ), with a confidence of $95 \%$. The same considerations apply to the readings for the other time values.

Based on this table it is simple to construct the survival curve associated to the Kaplan-Meier model, using the function plot (line 18 of Table 4) on the survival fit constructed in the previous section. If we wish to represent the survival curve together with the confidence intervals and event markers, we use the commands conf.int and mark.time (TRUE or FALSE for both); in the example this has been separated in order to illustrate the curve more clearly.

In order to adjust the values of the ordinates axis (y) to the values obtained, we can use the function ylim $=c\left(y_{0}, y_{1}\right)$,

Table 3 Data loading and construction of the Kaplan-Meier model.

```
#setting working directory
    setwd("D:/Mis documentos/My Dropbox/supervivencia/Ejemplo")
    #loading libraries
    library(foreign)
    library(survival)
    #loading data
Datos<-
    read.spss("D:/Mis documentos/My Dropbox/supervivencia
    /Ejemplo/supervivencia cancer de pecho.sav",
        use.value.labels=TRUE, max.value.labels=Inf, to.data.frame=TRUE)
Datos$cancer<-Datos$estado=="Defunción"
#Defining Survival Object
surv.cancer<-Surv(Datos$tiempo,Datos$cancer)
#Defining the survival life table
fit<-survfit(surv.cancer~1)
    summary(fit, times=seq(20,100,5))
```

| Call: survfit (formula = surv.cancer $\sim 1$ ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| time | n.risk | n.event | survival | std.err | lower | 95* CI upper | 95\% CI |
| 20 | 940 | 13 | 0.988 | 0.00345 |  | 0.981 | 0.994 |
| 25 | 862 | 6 | 0.981 | 0.00435 |  | 0.972 | 0.989 |
| 30 | 789 | 9 | 0.970 | 0.00557 |  | 0.959 | 0.981 |
| 35 | 733 | 3 | 0.966 | 0.00596 |  | 0.955 | 0.978 |
| 40 | 656 | 4 | 0.961 | 0.00655 |  | 0.948 | 0.974 |
| 45 | 577 | 12 | 0.942 | 0.00831 |  | 0.926 | 0.959 |
| 50 | 503 | 4 | 0.936 | 0.00890 |  | 0.918 | 0.953 |
| 55 | 432 | 4 | 0.928 | 0.00970 |  | 0.909 | 0.947 |
| 60 | 370 | 4 | 0.918 | 0.01065 |  | 0.898 | 0.940 |
| 65 | 308 | 2 | 0.913 | 0.01130 |  | 0.891 | 0.935 |
| 70 | 262 | 3 | 0.904 | 0.01239 |  | 0.880 | 0.928 |
| 75 | 220 | 1 | 0.900 | 0.01289 |  | 0.875 | 0.925 |
| 80 | 188 | 3 | 0.887 | 0.01462 |  | 0.859 | 0.916 |
| 85 | 137 | 3 | 0.871 | 0.01706 |  | 0.838 | 0.905 |
| 90 | 114 | 0 | 0.871 | 0.01706 |  | 0.838 | 0.905 |
| 95 | 90 | 0 | 0.871 | 0.01706 |  | 0.838 | 0.905 |
| 100 | 70 | 1 | 0.861 | 0.01976 |  | 0.823 | 0.900 |

Figure 2 Survival table grouped for the breast cancer data.

Table 4 Plotting of the survival curve.

```
17 # Kaplan-Meier Curve
18 plot(fit,ylim=c(0.5,1), conf.int=T,mark.time=F)
19 title(main="Kaplan-Meier Curve for Cancer",xlab="times")
```



Figure 3 Global survival curve and $95 \%$ confidence interval.
employing the function title to include title and axis markers in the figure, line 19.

As a result of executing the code of Table 4, we obtain Fig. 3. Note that the survival value associated to an individual with a study period between 0 and 120 months does not drop below 0.8 (implying a low risk of death due to breast cancer, since the probability of survival for this type of cancer at the end of the study is over $80 \%$ ).

The interpretation of the curve would be the same as for the survival table. Note that for greater survival times the intervals become longer, since the sample size gradually decreases as the follow-up period progresses.

## Comparison of two or more survival curves

Thus far we have seen how to generate a survival table and its plot, and how to interpret and read both of them. In summary, we have described the probability of survival of a concrete event. The investigator now raises another series of questions: Is the probability of surviving the study event greater according to whether or not the patient presents a possible risk factor? or in other words, Do more patients without the factor survive the event than patients with the factor?

What we have seen in the preceding section is not enough to answer this question; we have to compare two or more survival curves and/or two or more survival tables - those of
the patients with the risk factor versus the patients without the risk factor. This represents a contrast of hypotheses, ${ }^{3}$ and in this case the alternative hypothesis, or non-equality hypothesis, would be that the probability of surviving the event differs according to whether the patient presents the risk factor or not. Furthermore, according to the previously raised research question, there is evidence that the subjects without the factor show longer survival. Thus, the contrast would be:
$\left\{\begin{array}{l}H_{0}: S_{p} \geq S_{n p} \\ H_{1}: S_{p}<S_{n p}\end{array}\right.$
where $S_{p}$ is survival in the group with the risk factor (i.e., present) and $S_{n p}$ is survival in the group without the risk factor (i.e., not present).

In order to carry out this contrast, we distinguish whether the comparison between curves is made between two groups (comparison of two curves for a dichotomic variable), more than two curves (categorical variable in general), or between several curves identified by a continuous-type variable (survival curves for several age segments).

For the comparison of two or more survival values we apply the log-rank statistic (the entered variables are the same as in the previous section, i.e., survival time and event, although now adding the comparison of survival according to a covariable, whether qualitative or quantitative).

This statistic is calculated based on determination of the observed number and the expected number of events for each survival time. To this effect we use the chi-squared statistic, adopting a significance value which for a $95 \%$ confidence level (significance under 0.05) would allow us to accept the alternative hypothesis that the presence of the risk factor in the patient lessens the probability of survival.

## Dichotomic variables

Continuing with the example of survival in breast cancer, it would be interesting to determine whether the presence or absence of adenopathies influences patient survival. This independent variable (presence or absence of lymph node invasion) is dichotomic; as a result, two curves are compared and the probability of survival in each of them is examined.

Table 5 Log-rank test for comparing two survival curves with and without adenopathies.

```
> survdiff(Surv(tiempo, cancer) ~ lin_sino, rho=0, data=Datos)
Call:
survdiff(formula = Surv(tiempo, cancer) ~ lin_sino, data = Datos,
    rho = 0)
\begin{tabular}{lrrrrr} 
& N & Observed & Expected & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{E}\) & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{V}\) \\
lin_sino=No 929 & 42 & 56.1 & 3.53 & 16 \\
lin_sino=Sí 278 & 30 & 15.9 & 12.45 & 16
\end{tabular}
    Chisq= 16 on 1 degrees of freedom, p=6.37e-05
```



Figure 4 Survival curves for subpopulations with and without adenopathies.

From the literature it is known that adenopathies reduce the probability of survival in breast cancer patients.

Applying the Log-rank test, the program displays are the same as in the descriptive Kaplan-Meier procedure, although in this case they are dual: one for the patients with adenopathies and another for the patients without
adenopathies - establishing comparison between the two groups.

Continuing with the example in the R program, and using the function survdiff, we construct the log-rank test for comparison of the populations with and without adenopathies (Table 5).

The function survdiff takes as argument a survival model fitted for the factor of interest (Surv(time, cancer)~factor), the dataset on which we are working, and a scale parameter (rho, equaling it to 0 yields the log-rank test) allowing us to modify the test for the case in which the distribution of events is rare.

The display generated by the program is a table with the number of individuals in each of the subpopulations, the number of observed and expected cases of death according to the null hypothesis, and the terms of the chisquared statistic. Lastly, the results of applying the contrast of hypotheses (value of the contrast statistic, degrees of freedom (df), and $p$-value associated to the contrast) are presented.

The result of the test of hypotheses indicates that there are differences in survival between both groups ( $p<0.001$ ); this information is completed with the survival curves, and the survival tables associated to each of the subpopulations (with and without adenopathies; Figs. 4 and 5).

Call: survfit(formula $=$ Surv(tiempo, cancer) $\sim$ lin_sino, data $=$ Datos)

| lin_sino=No |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| time | n.risk | n. event | survival | std.err | lower | $95 \%$ CI upper | $95 \%$ CI |
| 20 | 735 | 6 | 0.993 | 0.00295 | 0.987 | 0.999 |  |
| 25 | 681 | 3 | 0.989 | 0.00381 | 0.981 | 0.996 |  |
| 30 | 622 | 6 | 0.979 | 0.00528 | 0.969 | 0.990 |  |
| 35 | 579 | 1 | 0.978 | 0.00552 | 0.967 | 0.989 |  |
| 40 | 515 | 3 | 0.972 | 0.00629 | 0.960 | 0.985 |  |
| 45 | 449 | 7 | 0.959 | 0.00810 | 0.943 | 0.975 |  |
| 50 | 393 | 1 | 0.956 | 0.00838 | 0.940 | 0.973 |  |
| 55 | 336 | 1 | 0.954 | 0.00870 | 0.937 | 0.971 |  |
| 60 | 284 | 4 | 0.942 | 0.01052 | 0.921 | 0.963 |  |
| 65 | 236 | 2 | 0.934 | 0.01170 | 0.912 | 0.957 |  |
| 70 | 204 | 2 | 0.926 | 0.01299 | 0.901 | 0.952 |  |
| 75 | 169 | 1 | 0.921 | 0.01382 | 0.894 | 0.949 |  |
| 80 | 145 | 2 | 0.910 | 0.01579 | 0.879 | 0.941 |  |
| 85 | 108 | 2 | 0.896 | 0.01826 | 0.861 | 0.933 |  |
| 90 | 88 | 0 | 0.896 | 0.01826 | 0.861 | 0.933 |  |
| 95 | 68 | 0 | 0.896 | 0.01826 | 0.861 | 0.933 |  |
| 100 | 54 | 1 | 0.882 | 0.02285 | 0.838 | 0.928 |  |


| lin_sino=Si |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| time | n.risk | n.event | survival | std.err | lower | $95 \%$ CI |
| 20 | 205 | 7 | 0.969 | 0.0114 | 0.947 | 0.992 |
| 25 | 181 | 3 | 0.954 | 0.0142 | 0.927 | 0.983 |
| 30 | 167 | 3 | 0.938 | 0.0168 | 0.906 | 0.971 |
| 35 | 154 | 2 | 0.927 | 0.0184 | 0.891 | 0.963 |
| 40 | 141 | 1 | 0.920 | 0.0194 | 0.883 | 0.959 |
| 45 | 128 | 5 | 0.887 | 0.0237 | 0.841 | 0.935 |
| 50 | 110 | 3 | 0.866 | 0.0262 | 0.816 | 0.918 |
| 55 | 96 | 3 | 0.840 | 0.0293 | 0.784 | 0.899 |
| 60 | 86 | 0 | 0.840 | 0.0293 | 0.784 | 0.899 |
| 65 | 72 | 0 | 0.840 | 0.0293 | 0.784 | 0.899 |
| 70 | 58 | 1 | 0.828 | 0.0313 | 0.769 | 0.891 |
| 75 | 51 | 0 | 0.828 | 0.0313 | 0.769 | 0.891 |
| 80 | 43 | 1 | 0.811 | 0.0347 | 0.746 | 0.882 |
| 85 | 29 | 1 | 0.788 | 0.0407 | 0.712 | 0.872 |
| 90 | 26 | 0 | 0.788 | 0.0407 | 0.712 | 0.872 |
| 95 | 22 | 0 | 0.788 | 0.0407 | 0.712 | 0.872 |
| 100 | 16 | 0 | 0.788 | 0.0407 | 0.712 | 0.872 |

Figure 5 Survival table grouped for the subpopulations with and without adenopathies.

Examination of Fig. 4 corroborates what was obtained on applying the log-rank test, i.e., there are differences in the survival curves between both groups, with lesser survival in the group presenting adenopathies. According to the table, for one same survival time, for example 70 months, the probability of survival in the absence of adenopathies is $92.6 \%$ (0.926), while in the group with adenopathies this probability decreases to $82.8 \%$. Note that the confidence intervals of both curves only overlap after month 80, and prove parallel from that time onwards.

## Categorical or polychotomic variables

In the case of the independent variable having more than two categories, and continuing with the previous example, it would be interesting to analyse survival in breast cancer according to the size of the tumour, which may take the following values: $\leq 2 \mathrm{~cm} / 3-5 \mathrm{~cm} />5 \mathrm{~cm}$. It is assumed that the larger the tumour size the poorer the survival; thus, we obtain three survival tables and a plot with three curves one for each category of the independent variable.

With the probability of survival shown by the tables in each of the categories, the reader can form an opinion of whether survival is longer or shorter according to the value of the independent variable. However, based on the log-rank statistic, we obtain the significance values - in this case a global value indicating possible differences or no differences between the probabilities of survival in each group, and posteriorly as many values as there are $2 \times 2$ combinations of the categories of the independent variable. In other words, we obtain a significance value for survival values in patients with a tumour size of $\leq 2 \mathrm{~cm}$ versus patients with tumours measuring $3-5 \mathrm{~cm}$ in size, and versus patients with tumours measuring $>5 \mathrm{~cm}$.

Table 6 shows the example reflecting the above.
The display of the test (Table 6) likewise indicates that survival is better or worse in some groups versus the rest ( $p<0.001$ ).

In the curve in Fig. 6 we see that the group with a tumour size of $\leq 2 \mathrm{~cm}$ has greater survival than the group with tumour size $2-5 \mathrm{~cm}$, and that the latter group in turn shows greater survival than the group with a tumour size of 5 cm or more. Likewise, the irregularity of this latter curve


Figure 6 Survival curves according to tumour size.
is due to the scant sample size in this particular group. On establishing $2 \times 2$ comparisons from Table 7, we see that the groups that differ with respect to each other are tumour size $\leq 2 \mathrm{~cm}$ versus $2-5 \mathrm{~cm}$ ( $p<0.001$ ), and $\leq 2 \mathrm{~cm}$ versus 5 cm or larger ( $p<0.01$ ). No differences in survival are observed between the two groups with the largest tumour size (Fig. 7).

Tumour size might be related to the presence or absence of adenopathies (interaction between both variables). This would make it necessary to segment or stratify the survival analysis for this variable of interest, i.e., survival according to tumour size for the patients with adenopathies and for the patients without adenopathies - yielding significance values for each group of patients, and per $2 \times 2$ combinations (Table 8).

As can be seen in Table 8, both tumour size and the presence or absence of adenopathies are related to the probability of survival ( $p<0.001$ ).

As the tumour size increases, and considering also the presence of adenopathies, the curves indicate that the probability of survival decreases. The inconvenience of stratifying the sample with more than one variable is that the sample size decreases considerably in each stratum. One way to avoid this situation will be seen in the following section with the application of Cox regression.

Table 6 Log-rank test for comparing more than two curves according to tumour size (polychotomic case).

```
> survdiff(Surv(tiempo, cancer) ~tumorcat, rho=0, data=Datos)
Call:
survdiff(formula = Surv(tiempo, cancer) ~ tumorcat, data = Datos,
        rho = 0)
n=1121, 86 observations deleted due to missingness.
    N Observed Expected (O-E)^2/E (O-E)^2/V
```



```
tumorcat=2-5 cm 283 [lllll
tumorcat=> 5 cm 12 cm
    Chisq= 33 on 2 degrees of freedom, p=6.84e-08
```

Table 7 Comparisons ( $2 \times 2$ ) according to tumour size.

```
> #Comparing <=2 vs 2-5 cm size
> Datos1<-Datos[Datos$tumorcat %in% c("<= 2 cm","2-5 cm"),]
> survdiff (Surv (tiempo, cancer) ~tumorcat, rho=0, data=Datos1)
Call:
survdiff(formula = Surv(tiempo, cancer) ~ tumorcat, data = Datos1,
    rho = 0)
\begin{tabular}{lrrrrr} 
& N & Observed & Expected & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{E}\) & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{V}\) \\
tumorcat \(=<=2 \mathrm{~cm}\) & 826 & 31 & 49.1 & 6.68 & 28.7 \\
tumorcat \(=2-5 \mathrm{~cm}\) & 283 & 33 & 14.9 & 22.03 & 28.7
\end{tabular}
Chisq= 28.7 on 1 degrees of freedom, p= 8.34e-08
> #Comparing <=2 vs > 5 cm size
> Datos2<-Datos[Datos$tumorcat %in% c("<= 2 cm","> 5 cm"),]
> survdiff(Surv(tiempo,cancer) ~tumorcat,rho=0,data=Datos2)
Cal1:
survdiff(formula = Surv(tiempo, cancer) ~ tumorcat, data = Datos2,
    rho = 0)
\begin{tabular}{lrrrrr} 
& N & Observed & Expected & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{E}\) & \((\mathrm{O}-\mathrm{E})^{\wedge} 2 / \mathrm{V}\) \\
tumorcat \(=<=\) & 2 cm & 826 & 31 & 32.697 & 0.0881 \\
tumorcat \(=>\) & 5 cm & 12 & 2 & 0.303 & 9.5251
\end{tabular}
Chisq= 9.6 on 1 degrees of freedom, p= 0.00191
# #Comparing 2-5 vs > 5 cm size
> Datos3<-Datos[Datos$tumorcat %in* c("2-5 cm","> 5 cm"),]
> survdiff(Surv (tiempo, cancer) ~tumorcat, rho=0,data=Datos3)
Call:
survdiff(formula = Surv(tiempo, cancer) ~ tumorcat, data = Datos3,
    rho = 0)
    N Observed Expected (O-E)^2/E (O-E)^2/V
tumorcat=2-5 cm 283 
tumorcat=> 5 cm 12 12 llllll
Chisq= 0.8 on 1 degrees of freedom, p=0.369
```


## Numerical variables

When the independent variable analysed for changes in survival is of a numerical nature, the analyses and displays change. In this situation Cox regression is applied, as
explained further below, and the survival values of the independent variable are replaced by relative risk (HR) values (in this case raw values) - their interpretation being similar to that of the Odds Ratio (OR) in logistic regression. ${ }^{11}$ In other words, it is shown how changes by one unit of the numerical

Table 8 Log-rank test for comparing more than two curves with interaction (tumour size + adenopathies).

```
> survdiff(Surv(tiempo, cancer2) ~ tumorcat+lin_sino, rho=0, data=Datos)
CE11:
survdiff(formula = Survitiempo, cancer2) ~ tumorcat + lin_sino,
    data = Datos, rho = 0;
n=1121, 86 observations deleted due to missingness.
    N Observed Expected (O-E)^2/E (O-E)^2/V
```



```
tumorcat=<= 2 cm, lin_sino=Si 160 10
tumorcat=2-5 cm, lin_sino=No 190 19% 11.190
tumorcat=2-5 cm, lin_sino=Si 93 16 16 4.044 35.34344 
```



```
tumorcat=> 5 cm, lin_sino=Si 
    Chisq= 54.6 on 5 degrees of freedom, p=1.6e-10
```



Figure 7 Survival curves according to tumour size and presence of adenopathies.
variable exert a positive (risk factor) or negative (protective factor) influence upon the probability of patient survival.

Continuing with breast cancer patients, we can see the way in which the variable age influences the probability of survival (Table 9).

As can be seen in the table, age is a protective factor ( $\mathrm{HR}=0.9793$ ) in relation to death due to breast cancer - the mortality risk decreasing by $2 \%$ for each year of increase in age.

## Cox regression

In relation to the previous example, examining the influence of patient age upon survival in breast cancer, an analysis of survival with the Kaplan-Meier method is not feasible, since the covariable is numerical, and we wish to determine how the probability of an event varies as the age of the patient
increases by one year. If we were examining the influence of the variable upon survival based on this analysis, we would obtain tables and plots that are "impossible" to interpret due to the number of values which the covariable or risk factor can have.

Another option for using the Kaplan-Meier method would have been to establish age intervals, but this would have led to an important loss of information. This is the reason why regression analysis has been employed.

Considering that the dependent variable is dichotomic (presence or absence of the event), we could think of using logistic regression. ${ }^{11}$ However, we would forget another of the principal variables: the variable which measures the time from patient inclusion in the study to occurrence of the event or censoring. For this case, logistic regression is not adequate, and an alternative technique is used: Cox regression. Considering that age in the previous example is the only covariable in the model, simple regression was used; however, if we were interested in knowing the risk factors associated to survival in breast cancer, we would be dealing with multivariate regression - used to assess the effect of multiple prognostic variables upon the survival curve.

Such regression, as can be imagined, is similar to logistic regression, with the particularity that it studies the time to occurrence of the event fitting for a series of prognostic variables or factor, and that hazard ratio (HR) is the value returned by the model.

## Cox regression equation

The equation of the Cox regression is as follows:
$\operatorname{Ln}\left[\frac{h(t)}{h_{0}(t)}\right]=\beta_{0}+\beta_{1} X_{1}+\beta_{2} X_{2}+\cdots+\beta_{2} X_{n}+\varepsilon$
where $\operatorname{Ln}\left[h(t) / h_{0}(t)\right]$ is the probability of survival at instant $t, \beta_{0}$ the coefficient of the constant, and $\beta_{i}$ the coefficient for each covariable included in the model. The exponential of these coefficients is the hazard ratio (HR). The value of $\varepsilon$

Table 9 Simple Cox model with continuous covariable.

```
> model1<-coxph(Surv (tiempo, cancer) ~edad, data=Datos)
> summary (model1)
Call:
coxph(formula = Surv(tiempo, cancer) ~ edad, data = Datos)
    n= 1207, \number of events= 72
        coef exp(coef) se(coef) z Pr(>|z|)
edad -0.020905 0.979312 0.009369 -2.231 0.0257 *
Signif. codes: 0 `***r 0.001 `**' 0.01 ** 0.05 `.' 0.1 * ' 1
exp(coef) exp(-coef) lower .95 upper .95
Rsquare= 0.004 (max possible= 0.532 )
Likelihood ratio test=5.09 on 1 df, p=0.02403
Wald test = 4.98 on 1 df, p=0.02567
Score (logrank) test = 5.02 on 1 df, p=0.02502
```

Table 10 Multivariate Cox regression.

```
> modelo<-coxph(Surv(tiempo,cancer) ~ edad+lin_sino+tamaño, data=Datos)
> sumenary (modelo)
Cal1:
coxph(formula = Surv(tiempo, cancer) ~ edad + lin_sino + tamaño,
        data = Datos)
    n=1121, number of events=66
        (86 observations deleted due to missingness)
            coef exp(coef) se(coef) z Pr (> |z|)
edad -0.01230 0.98777 0.01006 -1.223 0.2215
lin_sinoSi 0.58408 1.79335 0.25976 2.249 0.0245 *
tamäno 0.53719 1.71120 0.09291 5.782 7.39e-09 **\pi
---
Signif. codes: 0 '***, 0.001 '**'0.01 '*'0.05'.'0.1', 1
exp(coef) exp(-coef) lower .95 upper .95
```



```
lin_sinoSi 1.7933 1. 0.5576 1.0778 
```



```
Rsquare= 0.038 (max possible= 0.525)
Likelihood ratio test= 43.54 on 3 df, p=1.888e-09
Wald test = 53 on 3 df, p=1.834e-11
Score (logrank) test = 56.2 on 3 df, p=3.81e-12
```

corresponds to the residuals of the model, in the same way as in the linear or logistic regression seen thus far in this series. ${ }^{11,12}$

## Conditions of the model

Further particularities of Cox regression are the type of variables that enter the equation:

- This model is based on the assumption of proportional risks, i.e., the risk between two subjects must remain constant over time (parallel survival curves that do not intersect). ${ }^{13,14}$ If this was not the case, then Cox regression would not be valid and other techniques would have to be used.
- The dependent variable is the probability of survival, measured from two variables: one numerical (time to the event) and the other dichotomic (presence or absence of the event).
- The independent variables may therefore be both numerical and qualitative, whether dichotomic or categorical, and for the latter we would generate as many dummy variables as there are categorical variables minus one (in the same way as in linear and logistic regressions).
- In the same way as in linear and logistic regressions, we must identify the reference category with which to compare the risks of the rest of categories.
- The methods for inclusion of the variables in the model are similar to those of the previous regressions - the value determining good fit of the model (in the same way as in logistic regression) being $-2 \log$ of the likelihood ratio,
based on the chi-squared statistic, and the Wald index being the value determining the weight of each of the variables, fitting for the rest, in the regression.
- The sign of the beta-coefficients $(B)$, or the specification of whether the risk is greater or less than one, indicates the direction of the relationship, i.e., whether we are dealing with a risk factor (positive $B$ and $\mathrm{HR}>1$ ) or a protective factor (negative $B$ and $H R<1$ ).

In summary, for this model of Cox regression we apply the same questions seen in the linear and logistic regressions, i.e., centring of variables, methods of selection of variables, checking of goodness of fit of the model, influencing observations, etc.

## Interpretation of the coefficients

Reading of the coefficients of the regression is similar to that in logistic regression, as can be seen from interpretation of the following example.

Continuing with the example of breast cancer, we aim to evaluate the influence of patient age, the presence of adenopathies and tumour size (numerical) upon survival in this type of cancer. To this effect we fit a model using the function coxph, as shown in Table 10.

As can be seen from the display, the first information provided is the valid number of cases subjected to Cox regression (1121; 86 lost cases having been excluded); the number of events indicates the deaths caused by breast cancer.

Table 11 Clinical summary of the Cox model.

```
> cox.display (modelo)
```



In the table, the first column indicates the coefficients of regression of the model or beta-coefficients, while the following are the relative risk values (HR), standard error, $z$-value of the test of hypotheses, and the significance of each variable. It is seen that age is not significant ( $p>0.05$ ), while tumour size and the presence of adenopathies are significant. The HR of the variable presence of adenopathies is 1.7933 - indicating that there is $79 \%$ greater risk of death due to breast cancer in the presence of adenopathies versus patients without adenopathies, on fitting for the other two variables, i.e., for equal age and tumour category. The HR of 1.7112 for tumour size means that for each centimetre increase in tumour size, there is a $71 \%$ increase in risk of dying due to breast cancer, fitting for age and adenopathies.

The next table shows the same values of relative risk and $1 / R R$, as well as the confidence interval. The ratio $1 / \mathrm{HR}$ is useful for interpreting the variables that constitute protective factors, such as for example age (HR in the previous table $<1$ ); $1 / 0.9878$ is equal to 1.0124 and indicates that for each year elapsed, the risk of dying decreases almost $1 \%$, though this variable is not significant (the interval contains 1).

The last information shown is the coefficient of determination $R^{2}$ and three tests of hypotheses that are significant,


Figure 8 Survival curve associated to the Cox model and 95\% confidence interval.
and thus corroborate the logic of considering a Cox regression model.

For obtaining a summary of the model with a more clinical perspective, we use the function cox.display of the epicalc package, ${ }^{15}$ as shown in Table 11.

The information shown is the same as in the previous table, although in summarised form.

The first column shows the raw HR value, which would be the HR without fitting, i.e., that considered for a univariate model where regression is carried out with each of the independent variables individually. The second column corresponds to the adjusted HR, i.e., the value of HR of each variable fitted for the remaining variables of the model. The third and fourth columns in turn indicate the significance of each of the variables according to the Wald statistic and likelihood ratio, which reflect the significance of each variable in the model. Lastly, we can plot the survival curve associated to the fitted model (Fig. 8).

## Software

For development of the examples, use has been made of the shareware application $R$, together with the survival, foreign and epicalc libraries.
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