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Abstract

Over the last decades, there has been a growing literature that emphasizes on the capacity of commercial banks to increase the money supply through the act of lending and the relation of the credit channel with the economic growth. Following this economic theory approach, this paper evaluates the causality and the short-term effects between the banking credit and the economic growth in Mexico through the estimation of a Vector Autoregressive (VAR) model. The main results indicate that from 2001Q1 to 2016Q4 the GDP growth has Granger-caused and a positive effect on the rate of growth of banking credit; however, there is no evidence of causality or any effect of banking credit to the GDP. These results are relevant and could be explained by factors of supply and demand in the credit market.
Introduction

The financial and the real production sector have been important in the economic analysis due to the implications of finance on the development and the economic growth. Schumpeter (1911) argued that the production decisions are not only taken by entrepreneurs, banks have an important role in their determination as well. Indeed, a virtuous relationship between entrepreneurs and bankers is made at the time that credit goes to finance innovative projects of production (Festré and Nasic, 2009).

Several studies have argued the necessity to strengthen the financial sector in order to promote technological projects that contribute to a higher productivity (Levine, 1997). Moreover, Hicks (1969, pp. 143-145) points out that through economic history the financial sector has been an engine of periods with accelerated paces of production growth, as it was during the industrial revolution. In that period, the innovations in the English financial market contributed to the investment on high technological infrastructure and reduced the risk of illiquidity on economic activity.¹

In addition, arguments in favor of financial liberalization promote the free flow of capital from countries which have a saving surplus to those that require investment (Balassa, 1989). For that reason, the lower the transaction costs are, the greater the investment to technological projects in emerging economies would be (Bencivenga, Smith and Starr, 1994). The most important objective of the financial capital is to be used towards its most productive uses.

Some authors argue that credit creation is the main mechanism of the financial system to influence the economic activity, so the approach of credit as a monetary transmission channel has become more relevant in economic theory over the last years. From an institutional view, some researches have proposed that banking credit policies ought to be highly regulated after the crisis of subprime mortgages in the United States.

Clearly, an economy cannot support its long-term growth only by stimulating the credit activity; however, it is important to evaluate the effects of banking credit on economic dynamism in the short-term. The main objective of this paper is to provide a theoretical background and empirical evidence that allows to determine the causality and the short-term effects between the banking credit and the economic growth in Mexico.

¹ “Liquidity is the ease and speed with which agents can convert assets into purchasing power” (Levine 1997, p. 692).
The distinction between monetary aggregates and banking credit as components of the money supply has allowed economic theorists and researchers to develop different approaches.

The organization of this paper is as follows: the first part presents a revision of economic theory that considers an approach of banking credit as a component of the money supply and a channel that leads to macroeconomic effects. The following section shows relevant statistics related to banking credit and macroeconomic variables in Mexico. In the third section, a VAR (3) model is estimated and gives evidence about the short-term effects and the causality between the GDP and the banking credit growth, both in percentage change quarter to quarter. The last part of this article concludes.

I. Macroeconomics and the credit channel

The distinction between monetary aggregates and banking credit as components of the money supply has allowed economic theorists and researchers to develop different approaches about the neutrality and the non-neutrality of money.2

From the orthodox view, the theoretical approaches of the new classical economy and the new Keynesian economy support the idea that changes in the money supply are neutral in the long term, so the economy is totally determined by production factors and is sterile to monetary imbalances (Blanchard, 2006, p. 543). However, the discrepancy between these two approaches relies on the short-term. On the one hand, the new classics affirm that prices are flexible, so variations in the money supply triggers an inflationary process with no effects on production, and thus, the money supply is neutral. On the other hand, the new Keynesians propose that changes in money supply have effects on real variables, due to the rigidities in prices and wages; therefore, the non-neutrality of money implies that an increase of the money supply leads to a rise in both production and aggregate demand (Akerlof and Yellen, 1985).3

During decades, the new Keynesianism had only focused on the monetary aggregates as a transmission channel of monetary policy. Nevertheless, Bernanke and Blinder (1988), Bernanke (1993) and Bernanke and Gertler (1995) investigations switch this focus, they concluded that in practice, the monetary policy uses banking credit as its real transmission channel, so the expansion or the contraction of credit activity affects the economic dynamism.

2 The neutrality of money implies that changes in money supply have only effects on nominal variables such as prices, wages or exchange rates without any effect on real variables such as employment, production factors or real GDP.

3 In addition, monetarism concluded that the money supply leads to short-term oscillations of the business cycle (Friedman and Schwartz, 1986). Particularly, if the increase of the monetary aggregates were higher than the production growth, the inflation would appear as a monetary phenomenon. For that reason, an adequate economic policy is to control the money supply in order to stimulate the economic activity and to maintain the inflationary stability (Friedman, 1960).
On the heterodox economics, the Post Keynesian contributions to monetary theory, which are based on Robinson (1956), Kaldor (1970), Minsky (1992), Lavoie (1984) and Moore (1988), emphasized on the concept of a monetary economy of production, due to the fact that the banking sector drives the creation of money through granting loans and is able to stimulate the real sector of production. Thus, the money supply is endogenous and generates fluctuations in production.\textsuperscript{4}

Some other authors such as Graziani (1989), Wray (1990), Parguez and Seccareccia (2000), Rochon (2002), Keen (2009) and Vallageas (2010) developed the Monetary Circuit Theory (MCT). This macroeconomic theory gives emphasis to a process of flux and reflux of money between the financial and the real sector of production that generates dynamism in economic activity. Under this approach, the value added is shared between industrial profits and financial gains in order to increase the stock of capital and the financial capital. For that reason, the endogenous creation of money arises from the necessity of the economy to reproduce itself.

According to the Post Keynesian tradition, the endogeneity of money is a concept that describes changes in the money supply through the banking credit. Indeed, some researches support the argument that banks do not simply act as intermediaries between savings and loans; in a modern economy, the banking system has the ability to create money through the act of lending. However, the mechanism of in-

\textsuperscript{4} Firstly, the banking sector seeks to grant loans, through this mechanism money supply increases, in case of lack of liquidity, bank reserves are obtained in the interbank overnight lending market. There is no reason to suppose that banks maintain a surplus of idle reserves (Holmes, 1969).
creasing the money supply through the banking credit has its own constraints (McLeay, Radia and Thomas 2014; Tobin, 1964).

The constraints that banks face in order to grant new credits can be classified as internal or external. The internal constraints refer to those in which the banks are restricted by themselves. In other words, if banks increase their credit supply excessively, this decision leads to diminish their profits and their financial stability. In contrast, the external constraints are those involving the preferences of borrowers (households and firms), financial regulation and monetary policy (McLeay, Radia and Thomas, 2014, p. 17).

Overall, in the last years the economic analysis has emphasized on the banks’ capacity to determine the money supply through the credit channel and to what extent this factor is able to generate changes in economic dynamism.

II. Banking credit in Mexico: stylized facts

A. Defining a proxy of banking credit performance

In the Mexican credit market, commercial banks’ loan portfolio is a proxy financial variable that measures the performance of the banking credit. The loan portfolio is defined as follows:

\[ LP_t = LP_{t-1} + (LG_t + IR_t - DR_t) \]  

(1)

In (1), the banks’ loan portfolio \((LP)\) in the period \(t\) is equivalent to the loan portfolio in the previous period \((t-1)\) plus the cash flow between period \(t\) and \(t-1\). This cash flow includes the sum of the loans granted \((LG)\) and the interests revenue \((IR)\) minus the debt repayments \((DR)\) in the period \(t\). The rate of growth of (1) is an index that captures the monetary flux and reflux between the banking system and the real sector of production through the loans granted and the debt repayments. The rate of growth in (1) is defined as follows:

\[ \hat{LP}_t = \frac{\sum_{i=0}^{N-1}(LG_{t-i} + IR_{t-i} - DR_{t-i})}{LP_{t-N}} \]  

(2)

In (2), \(N\) is the number of periods –as the periodicity of \(LP\) is quarterly– if \(N=4\), the rate of growth is annual, but, if \(N=1\), the rate of growth is quarter to quarter. In the remainder of this paper, the loan portfolio rate of growth \((\hat{LP})\) is going to be defined as the credit growth \((\hat{c}rd)\).

B. Stylized facts of banking credit in Mexico

According to data of the National Banking and Securities Commission (CNBV) of Mexico, the most important points to notice about the evolution of the commercial bank loan portfolio are the following:

- The graph 1a shows that in Mexico the total loan portfolio of commercial banks rose from 1.04 to 4.34 billion of current pesos between 2000Q4 and 2016Q4, in that last quarter, the loan portfolio was equivalent to 20.93% of the Gross Domestic Product (GDP) and this ratio showed a positive trend in the last two years.
- The banking loan portfolio is divided in four sectors: firms, households, financial institu-
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Graph 1

(1a) The loan portfolio and its share of GDP, (1b) the loan portfolio percentage composition by sector in Mexico, 2000Q4-2016Q4.

The most relevant results of credit performance in relation to macroeconomic variables are the following:

- There is a positive association between the GDP annual growth rate and the credit growth, both in real terms; however the credit has a lag of approximately three quarters in relation to the GDP (Graph 2a).  
  
By sectors, the real GDP growth exhibits a closer correlation with the credit growth to households and firms (Graph 2a). This relation has been deeply studied in recent years for different economies and among countries.  

Graph 3a exhibits a weak association between the banking credit growth and the monetary aggregate M2. It could be argued that banking credit remains in greater proportion as electronic money, basically because credit is related to transactions of high value goods such as dwellings, fixed capital and durable goods. In addition, the purchase of goods and services of the consumer basket may be less demanding of credit.

---

6 The firms’ loan portfolio include industrial activities, construction and other productive actions. The households’ loan portfolio includes: loans to consumption (credit card and non-revolving credit) and mortgages. The financial institution debt includes: loans to the banking system and other financial institutions. Finally, the government loan portfolio includes loans to the federal government, to states, to local governments and to other public institutions.

7 A comparative case of study with this statistic evidence is the regularity of the positive relation between the economic and the credit cycle in Mexico (Herman and Klemm, 2017; Banco de Mexico, 2010) and among different countries (Apostoaie and Percic, 2014, European Banking Federation, 2011). However, credit is not a predictive index to macroeconomic variables, instead, credit cycle is a lagged variable in relation to economic cycle (Bullock, Morris and Steven, 1988, Stevens and Thorp, 1989, Tallman and Chandra, 1996).

8 Stiglitz (2016) argues that the credit demand can go to increase existing assets such as fixed capital and land.
this means of payment, so the credit does not appear to have a clear relation with inflation (Graph 3b).

- Mexico has adopted Basel III standards that include the risk based capital and the liquidity rules (Basel Committee on Banking Supervision, 2015). For that reason, the Liquidity Coverage Ratio (LCR)\(^9\) and the Nonperforming Loan (NPL)\(^10\) ratio are key variables of banking policy. However, Graph 4a and 4b shows a different path of LCR and NPL ratio in relation to the credit growth. In particular, the LCR and the NPL ratio exhibits a downward trend and a lower variation in the last two years. As a result, the bank liquidity and the risk of loans in default are not factors that have led to significant changes in credit supply over the recent years.

---

9 LCR is the ratio of high liquid assets and net cash outflows

10 The NPL ratio is defined as the relation of the loan portfolio that is in default or close to being in default and the total loan portfolio.
III. Causality and short-term effects between GDP and the banking credit in Mexico.

The model estimated in this section is based on a closed economy that captures the causality and the short-term effects between the credit and the GDP. This model is in line with the contemporary econometrics based on a system of dynamic equations (Sims, 1980). The variables included in this analysis are expressed in real terms and deseasonalized with Census X-12. These variables are: the GDP (gdp), and the commercial bank loan portfolio (crd)\textsuperscript{11}—as a proxy variable of the banking credit performance—both variables with a quarterly sample from 2000Q4 to 2016Q4.

According to the unit root test\textsuperscript{12}—Philips-Perron (pp)—, the variables in levels are integrated of order one I(1), and their quarter to quarter rate of growth have an order of integration I(0) (Appendix, Table 1).\textsuperscript{13} For that reason, it is proposed the estimation of a Vector Autoregressive (VAR) model including the GDP (\textit{gdp}) and the banking credit (\textit{crd}), both in rates of growth of quarter to quarter. The Akaike’s and the Hannan-Quinn information criteria determine an optimum of three lags in the VAR model.

After the VAR (3) estimation,\textsuperscript{14} the dynamic stability condition is verified and the diagnostic tests that ensure the appropriate model specification according to the distribution of residuals (Appendix, Tables 2 to 5). One of the most important results of the VAR model indicates that the GDP growth has causality in the Granger’s sense on the banking credit growth. However, there is no causality of the

\textsuperscript{11}crd is an interchangeable variable definition with lp in equation (1).

\textsuperscript{12}Dickey and Fuller (1981) and Philips and Perron (1988).

\textsuperscript{13}Despite the generally accepted practice to use cointegration with non-stationary variables I(1) for estimat-

\textsuperscript{14}Exogenous variables. Dummy: 2002Q1=1, 2002Q2=−1, 2003Q1=−1, 2004Q1=−1, 2008Q4=1, 2009Q1=1, 2009Q3=1. Dummy2: 2001Q4=1, 2005Q3=1, 2006Q1=−1, 2006Q4=−1, 2007Q2=−1, 2011Q4=1.
credit growth to the \( \text{GDP} \) (Table 1). Therefore, the GDP growth is the most exogenous variable in the VAR model.\textsuperscript{15}

As \( \hat{\text{GDP}} \) is the most exogenous variable in the VAR model according to Granger causality, this is imposed as the first in the ordering of variables. Graph 5 shows the orthogonalized impulse-response function of the model, the most relevant results are the following:

- A positive impulse of one standard deviation (SD) in the vector of GDP growth innovations has a statistically significance on the acceleration of the banking credit rate of growth (Graph 5a).
- On the other hand, a positive shock in the innovations of the credit growth does not have any effect on the GDP rate of growth (Graph 5b).

The decomposition of the variance in Table 2 shows that the GDP growth explains itself for the whole period, and after the 10th period, the GDP explains in more than 30 \% the credit growth. Furthermore, the GDP has an intertemporal capacity to explain itself and the credit growth.

**Conclusions**

According to the VAR model results, from 2001Q1 to 2016Q4 the GDP growth has causality in the Granger’s sense and has had a positive effect on the rate of growth of banking credit; however, there is no evidence of causality and any effect of banking credit to the GDP. In addition, it is noticeable that the GDP growth is a leading variable that explains the

---

**Table 1. Causality in Granger’s sense**

<table>
<thead>
<tr>
<th>Dependent variable: ( \hat{\text{GDP}} )</th>
<th>Dependent variable: ( \hat{\text{CRD}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal variable</td>
<td>Chi-sq</td>
</tr>
<tr>
<td>( \hat{\text{CRD}} )</td>
<td>6.3695</td>
</tr>
</tbody>
</table>

\( H_0: \) Prob>0.05 no causality. Note: *Causality Granger’s sense statistically significant Source: Author’s calculations.

---

\textsuperscript{15} As it is widely believed, there is no empirical or statistical basis for the choice of the contemporaneous causal ordering in VAR Model (Demiralp. & Hoover, 2003). However, Granger causality could be a guide.
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On the supply side, the loans granted are a response of the banking expectations about the macroeconomic performance, therefore the GDP growth is a key variable that guides the credit banking policy according to the expectations of income earned by households and firms. Therefore, the GDP growth influence the bank’s willingness of lending. This argument is in line with the model of Greenwald and Stiglitz (1991, 1993, 2003) that describes the banks behavior and how they adjust the credit availability and other financial variables not just by conventional monetary instruments but also by the expectations of future constraints.

On the demand side, the banking credit is a mean of payment for households and firms after the production takes place. Therefore, the households’ demand of credit reflects the consumption of newly produced goods and services, particularly dwellings via mortgages, it might be the reason why the credit growth is a lagged variable in relation to the GDP growth. In addition, the firms’ demand of credit can go to the reinvestment of fixed capital and inventory
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Appendix

Table 1. Unit root test

<table>
<thead>
<tr>
<th>Variables</th>
<th>Augmented Dickey-Fuller</th>
<th>Philips-Perron</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Drift</td>
<td>Constant</td>
</tr>
<tr>
<td>gdp</td>
<td>Z (t)</td>
<td>2.435</td>
</tr>
<tr>
<td>gdp</td>
<td>Z (t)</td>
<td>-1.397</td>
</tr>
<tr>
<td>crd</td>
<td>Z (t)</td>
<td>2.556</td>
</tr>
<tr>
<td>crd</td>
<td>Z (t)</td>
<td>-1.658</td>
</tr>
</tbody>
</table>

Note: *Rejecting unit root according to critical values for Dickey–Fuller t-distribution
Source: Author’s calculations.

Table 2. VAR stability: characteristic roots

<table>
<thead>
<tr>
<th>Eigen value</th>
<th>Imaginary root</th>
<th>Modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td>.9188103</td>
<td></td>
<td>.91881</td>
</tr>
<tr>
<td>-.4709644</td>
<td>+ .3434827i</td>
<td>.582913</td>
</tr>
<tr>
<td>-.4709644</td>
<td>-.3434827i</td>
<td>.582913</td>
</tr>
<tr>
<td>.5465822</td>
<td></td>
<td>.546582</td>
</tr>
<tr>
<td>-.07118933</td>
<td>+ .3221177i</td>
<td>.329891</td>
</tr>
<tr>
<td>-.07118933</td>
<td>-.3221177i</td>
<td>.329891</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.
Table 3. *Jarque-Bera test on normality of residuals distribution*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Jarque-Bera test</th>
<th>Skewness test</th>
<th>Kurtosis test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>chi²</td>
<td>df</td>
<td>Prob</td>
</tr>
<tr>
<td>gdp</td>
<td>0.615</td>
<td>2</td>
<td>0.80803</td>
</tr>
<tr>
<td>crd</td>
<td>0.592</td>
<td>2</td>
<td>0.62304</td>
</tr>
<tr>
<td>All</td>
<td>1.207</td>
<td>4</td>
<td>0.78765</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

Table 4. *Lagrange Multiplier (LM) test for autocorrelation*

<table>
<thead>
<tr>
<th>Lag</th>
<th>Chi²</th>
<th>df</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5602</td>
<td>4</td>
<td>0.96739</td>
</tr>
<tr>
<td>2</td>
<td>3.7560</td>
<td>4</td>
<td>0.44003</td>
</tr>
<tr>
<td>3</td>
<td>3.3452</td>
<td>4</td>
<td>0.50181</td>
</tr>
<tr>
<td>4</td>
<td>2.0230</td>
<td>4</td>
<td>0.73152</td>
</tr>
<tr>
<td>5</td>
<td>3.0688</td>
<td>4</td>
<td>0.54637</td>
</tr>
<tr>
<td>6</td>
<td>7.6866</td>
<td>4</td>
<td>0.10376</td>
</tr>
<tr>
<td>7</td>
<td>1.8311</td>
<td>4</td>
<td>0.76678</td>
</tr>
<tr>
<td>8</td>
<td>1.7510</td>
<td>4</td>
<td>0.78143</td>
</tr>
<tr>
<td>9</td>
<td>1.0312</td>
<td>4</td>
<td>0.90502</td>
</tr>
<tr>
<td>10</td>
<td>0.5970</td>
<td>4</td>
<td>0.96340</td>
</tr>
<tr>
<td>11</td>
<td>5.1717</td>
<td>4</td>
<td>0.27013</td>
</tr>
<tr>
<td>12</td>
<td>4.7391</td>
<td>4</td>
<td>0.31514</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

Table 5. *Cameron & Trivedi’s decomposition of Information Matrix (IM-test)*

<table>
<thead>
<tr>
<th>Source</th>
<th>gdp residuals</th>
<th>crd residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>chi²</td>
<td>df</td>
</tr>
<tr>
<td>Heteroskedasticity *</td>
<td>49.34</td>
<td>40</td>
</tr>
<tr>
<td>Skewness</td>
<td>10.86</td>
<td>8</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>60.23</td>
<td>49</td>
</tr>
</tbody>
</table>

*White’s test. Source: Author’s calculations.